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Abstract — In this paper we have developed a Matlab/Simulink based model for monitoring a contact in a video surveillance sequence. For the segmentation process and correct identification of a contact in a surveillance video, we have used the Horn-Schunck optical flow algorithm. The position and the behavior of the correctly detected contact were monitored with the help of the traditional Kalman filter. After that we have compared the results obtained from the optical flow method with the ones obtained from the Kalman filter, and we show the correct functionality of the Kalman filter based tracking. The tests were performed using video data taken with the help of a fix camera. The tested algorithm has shown promising results.
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I. INTRODUCTION

The problem of using vision to track and understand the behavior of humans is a very important one. The main applications that it has are in the areas concerning human-robot interaction \cite{7}, robot learning, and video surveillance.

Here we try to focus our attention on video surveillance systems. A high level of security in public places is an extremely complex challenge. A number of technologies can be applied to various aspects of security, including biometric systems, screening systems, and video surveillance systems. Nowadays video surveillance systems act as large-scale video recorders, analog or digital. These systems serve two main purposes: to provide a human operator with images to detect and react to potential threats and recording for future investigative purposes.

From the perspective of real-time detection, it is well known that the human’s visual attention drops below acceptable levels even if that operator is a trained one in the task of visual monitoring. Video analysis technologies can be applied to develop smart surveillance systems that can aid the operator in the detection and in the investigatory tasks.

For surveillance applications, the tracking problem is a fundamental component. In video surveillance one of the most used method for tracking contacts is the particle filter \cite{8}\cite{10}\cite{11}\cite{13}. Another well known method in the research community is the use of the traditional Kalman filter \cite{9}. In many cases the use of this type of filter is sufficient. This is due to the controlled indoor and outdoor environments that are used in the studies.

Many papers in the literature detail methods that track single persons only \cite{6}\cite{10}, but there are also many authors that describe different methods for the detection and tracking of multiple persons \cite{2}\cite{3}\cite{5}\cite{11}. Most of these methods involve as testing grounds indoor environments \cite{1}\cite{3}\cite{8}\cite{13} as well as outdoor environments \cite{2}\cite{5}\cite{8}\cite{9}, where these methods are applied to track groups.

The objective of this paper is the development of a video surveillance system capable of tracking a person in an outdoor environment. In Section II we describe the structure of the proposed video surveillance system. In Section III we present the method used for contact detection and the method used for the extraction of useful data from the video feed. Section IV describes the Kalman filter algorithm applied in our case. In Section V and VI we present the results obtained from the Simulink model’s simulation, the conclusions drawn from this study and the possible future developments.

II. THE SYSTEM’S STRUCTURE

In this paper we examine the feasibility of using the optical flow algorithm in conjunction with the Kalman filter algorithm \cite{9}\cite{12} for tracking a contact in a surveillance scene. In order to create an algorithm that is able to track a contact in a scene, three different, large-scale task must be accomplished (see Fig.1). First the algorithm needs to take an incoming surveillance video signal and segment it into a stream of frames where contacts are distinguished from the background of the scene. The next step is the tracking of the contact throughout the video sequence. Finally, the resulting track must be processed in order to analyze the contact’s behavior.

For the segmentation process of the incoming video signal, the optical flow algorithm developed by Horn and Schunk was used \cite{4}. The optical flow algorithm approximates the movement of the contact in the current frame as referenced to the previous frame. By determining the motion of objects, one can distinguish between the contact and the background of the scene. After careful tuning and processing, the output of the segmentation process is passed to the Kalman filter algorithm for further processing.

Figure 1. The structure of the surveillance system.

The Kalman filter is a recursive, adaptive filter that operates in the state space. It is well known for its ability to track...
objects in a timely and accurate manner. The tracking algorithm developed in this paper is able to process one contact at a time.

III. THE OPTICAL FLOW ANALYSIS

One of the important blocks presented in the above scheme is the so called optical flow analysis block. The main purpose of this block is to determine the existence of possible contacts in the incoming video signal and process them in such manner that the Kalman filter will be able to track them with minimal error.

In Fig.2 we will present the main component of the Optical Flow Analysis block.

![Figure 2. The optical flow analysis block.](image)

In what follows we describe the functionality for each component block.

A. Segmentation

In our case, the term segmentation is used to describe the process through which a video signal passes to become a series of binary images. At the output of this sub-block, each of the resulting binary images will contain black and white areas. The black areas correspond to the portion of the frame where no motion was detected, and the white areas correspond to the portion of the frame where motion was detected.

The surveillance system was developed in Matlab’s Simulink. At first the incoming video signal is coded in the RGB color space. Because we use the optical flow to detect motion, the video signal needs to be converted to the intensity color space (see Fig.3). To estimate the optical flow between two images we use the algorithm developed by Horn and Schunk. In our case this algorithm is used to compute the optical flow between the current frame and the previous one. This is one of the tunable parameters used in our experiments. Another important tunable parameter used in the optical flow estimation is the smoothness factor. This parameter is defined as a constraint which controls how smoothly the velocity field of the brightness pattern in images varies throughout the image. The Horn-Schunk algorithm quantifies the smoothness of the velocity filed using the magnitude of the gradient of the optical flow velocity defined as in:

\[
\left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2
\]

where \( u \) and \( v \) are the velocity vectors corresponding to the optical flow. A small value for this gradient indicates that the vector field is very smooth; a higher one indicates the contrary. A smooth vector field tends to zero-out regions where no motion is detected leaving only limited areas of non-zero vector fields. In the Simulink model of our surveillance system, this smoothness factor is inversely proportionally to the magnitude of the velocity gradients. Our experiments pointed out that the optimal value for the smoothness factor is 0.6.

![Figure 3. The segmentation process.](image)

Before the processed video signal exits the segmentation sub-block it is compared with a certain threshold to keep only what interests us from the video feed.

B. Median Filtering

One of the biggest problems that optical flow has is that it is very sensitive to changes in illumination or to the quality of the video feed. This sensitivity conduces in erroneous blobs appearing in individual frames. If these blobs are large, that means that they are approaching the average size of a real person, they can create problems for successful morphological operations.

![Figure 4. Result after the median filtering.](image)

One of the main reason for choosing the median filter is that most of these abnormalities, the erroneous blobs, appear in singular frames and they do not appear again for several more frames. The median filter is used to decrease the effect of these abnormalities while still maintaining the information of the correctly detected contacts.

In Fig.3 it can be seen that the segmented image contains many abnormalities. After the median filtering many of these abnormalities are gone (see Fig.4).

C. Morphological Operations

The morphological operation will process the video signal coming from the output of the median filtering sub-block in such way that all erroneous blobs residing in the image are eliminated and all and only the correctly detected blob is maintained and classified as a real contact. The main morphological operations used by us in this study are the erosion and dilatation. Optimal erosion is achieved when the
structuring element keeps at least the remnant of a blob for all correct contacts. If we use a sub-optimal structuring element for the erosion and dilatation operations, a valid contact could be lost completely, or an erroneous blob could be tracked. Both these errors can produce significant barriers to optimal dilatation and to Kalman filter tracking. Optimal dilation is obtained when the structuring element merges all remnants of a single blob into one contact. If a sub-optimal structuring element is used for dilation, one contact could be viewed as multiple contacts or multiple contacts could be viewed as one contact. After an optimal structuring element for erosion was determined, each frame was eroded using the chosen structuring element. Determination of the optimal structuring element for dilation was similar to that of erosion. Each frame was dilated with a square structuring element.

An infinite number of possibilities exist for size and shape of structuring elements. Depending on the data used, the size and shape of the optimal structuring element could vary significantly.

An infinite number of possibilities exist for size and shape of structuring elements. Depending on the data used, the size and shape of the optimal structuring element could vary significantly.

Figure 5. The result of morphological operations applied on the median filtered image.

Comparing the morphological altered image to the image resulting after the median filtering (see Fig.5) shows that the erosion operation removed the remaining erroneous blobs residing in the image, thus deciding that they were not contacts. Further dilatation has created a solid blob out of the area where motion was detected, and this blob will be tracked as a contact.

D. Blob Analysis

The main functionality of the blob analysis sub-block is to determine the minimum size of a blob and the maximum number of blobs that will be used in the Kalman tracking process and in the visualization step. By setting the minimum blob size we obtain a new level of protection against abnormalities by specifying a minimum size that a blob must have in order to be correctly tracked. Thus, any blob that doesn’t fulfill this condition will not be tracked.

The other tunable parameter of the blob analysis sub-block, the maximum number of blobs, is used to set the number of Kalman filters to be used in the tracking process. In our case this parameter was set to 1.

IV. KALMAN FILTERING

Filtering is a very used method in engineering and embedded systems. A good filtering algorithm can reduce the noise from signals while retaining the useful information. The Kalman filter is a mathematical tool that can estimate the variables of a wide range of processes. It estimates the states of linear systems. This type of filter works very well in practice and that is why it is often implemented in embedded control system and because we need an accurate estimate of the process variables. The discrete Kalman filter is characterized by both a process model and a measurement equation.

The process model is characterized by the assumption that

\[ x_k = \Phi x_{k-1} + w_k \]  

where \( w_k \) is assumed to be a discrete, white, zero-mean process noise with known covariance matrix, \( Q_k \); \( \Phi_k \) represents the state transition matrix which determines the relationship between the present state and the previous one.

In our case we try to track the state of a contact based on its last known state. Here, the state vector consists of a two-dimensional position expressed in Cartesian coordinates, a two-dimensional velocity and a two-dimensional acceleration. By considering a constant acceleration, the state transition matrix can be determined from the basic kinematic equations as follows:

\[ s_k = s_{k-1} + v_{k-1} t + \frac{1}{2} a_{k-1} t^2 \]

\[ v_k = v_{k-1} + a_{k-1} t \]

\[ a_k = a_{k-1} \]

where \( s \) is defined to be the contact’s position, \( v \) is its velocity, \( a \) is the contact’s acceleration and \( t \) is the sampling period. In a matrix form, the above equations can be written as:

\[
\begin{bmatrix}
  s_{x,k} \\
  s_{y,k} \\
  v_{x,k} \\
  v_{y,k} \\
  a_{x,k} \\
  a_{y,k}
\end{bmatrix}
= \begin{bmatrix}
  1 & 0 & 1 & 0 & 0.5 & 0 \\
  0 & 1 & 0 & 1 & 0.5 & 0 \\
  0 & 0 & 1 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  s_{x,k-1} \\
  s_{y,k-1} \\
  v_{x,k-1} \\
  v_{y,k-1} \\
  a_{x,k-1} \\
  a_{y,k-1}
\end{bmatrix}
\]

Here, the subscripts \( x \) and \( y \) refer to the direction of the contacts position, velocity and acceleration in the two-dimensional plane. The value of the sampling period is set to 1.

The measurement equation is defined as:

\[ z_k = H_k x_k + v_k \]

where \( z_k \) represents the measurement vector, \( v_k \) is assumed to be a discrete, white, zero-mean process noise with known covariance matrix, \( R_k \). The matrix \( H_k \) describes the relationship between the measurement vector, \( z_k \), and the state vector, \( x_k \). Given the fact that the state vector is of length six and the measurement vector is of length two, the matrix \( H_k \) must be of length six by two:

\[
H_k = \begin{bmatrix}
  1 & 0 & 1 & 0 & 0.5 & 0 \\
  0 & 1 & 0 & 1 & 0.5 & 0
\end{bmatrix}
\]

From the process model and measurement equation it results that the Kalman filter attempts to improve the prior state estimate using the incoming measurement which has been corrupted by noise. This improvement can be achieved by linearly blending the prior state estimate, \( \hat{x}_{k-1} \), with the noisy measurement, \( z_k \), in:
\[
\hat{x}_k = \hat{x}_{k-1} + K_k (z_k - H_k \hat{x}_k) \quad (10)
\]

Here \( \hat{x}_{k-1} \) means the a-priori estimate; \( K_k \) is known as the blending factor. The minimum mean squared error of the estimate is obtained when the blending factor assumes the value of the Kalman gain:

\[
K_k = P_k^{-1} H_k^T (H_k P_k^{-1} H_k^T + R_k)^{-1} \quad (11)
\]

where \( P_k \) is known as the state covariance matrix. Generally, the state covariance matrix is a diagonal matrix. The state covariance matrix is determined from the a-priori state covariance matrix as follows:

\[
P_k = (I - K_k H_k) P_{k-1} \quad (12)
\]

After the Kalman gain has been computed, and the state and error covariance matrices have been updated, the Kalman filter makes projections for the next value of \( k \). These projections will be used as the a-priori estimates during processing of the next frame of data.

\[
\hat{x}_{k+1} = \Phi_k \hat{x}_k \quad (13)
\]

\[
P_{k+1}^{-} = \Phi_k P_k \Phi_k^T + Q_k \quad (14)
\]

The above equations are the projection equations for the state estimate and for the state covariance matrix.

The main role of the Kalman filtering block is to assign a tracking filter to each of the measurements entering the system from the optical flow analysis block. For an easy implementation of the Kalman filter in Simulink, we wrote an embedded Matlab function. This method is often used when the function that needs to be implemented is more easily to express in Matlab’s symbolic language than in Simulink’s graphical language.

V. POST PROCESSING

The last block that we will discuss is the post processing/video output block. This block was used to process the output from the optical flow analysis block and the output of the Kalman filtering block.

The post processing block is composed of four video output sub-blocks. The first sub-block is used only to view the original video signal.

The second sub-block shows the optical flow lines superimposed on the original video signal (see Fig.6a). It is used only for scientific purposes, and that is to visualize the direction of the optical flow lines and from there to deduce in which direction the contact moves.

The third sub-block is used to visualize the resulting signal from the optical flow analysis block and to allow the user to be sure of the correct functionality of the optical flow analysis block. This sub-block is in direct connection with the blob analysis sub-block, block that produces the coordinates for a bounding box. This bounding box is a rectangle drawn around each correctly detected blob. The user is able to watch in real-time which contact in the video feed is being sent to the Kalman filtering block. If rectangles are not surrounding the correctly detected contacts in an image, this thing means that the optical flow analysis bloc is not working properly. Fig.6b presents the resulting output of the optical flow video viewer sub-block. We present only five frames taken at 17.5 FPS of each other. It can be clearly seen that a contact was detected and a bounding box was correctly superimposed on the contact.

The last sub-block discussed in this section is the Kalman filtering video viewer. This sub-block is in direct connection with the Kalman filtering block. This block produces at its output a matrix containing the position of the detected contact. The output is used by the Kalman filtering video viewer to draw markers in the video. These markers are represented here by red circles. The center of the circle represents the coordinates of the estimated position of the detected contact. The user is able to see in real-time if the detected contact is correctly tracked by the Kalman filter. If a marker doesn’t follow consistently a contact we can say that the Kalman filtering block isn’t working properly. Fig.7a presents five frames resulting from the Kalman filtering video viewer, taken like in the previous case, at 17.5 FPS of each other. We can clearly see that the marker is correctly tracking the detected contact thus confirming that the Kalman filter is working properly. The Kalman filter is even capable to track the contact that is leaving at some time the visual field of the camera and then correctly reassign the marker to the contact that reenters in the visual field (see Fig.7b).
VI. CONCLUSION

There are two main factors that affect the problem of tracking: the accuracy to distinguish between contacts passing through the scene and the speed to process the video feed in real-time. In this paper we have shown that with the help of the optical flow and Kalman filter algorithms it is possible to detect and track a person passing through a scene.

The video signal used in our experiments is provided by a Linksys WVC200 PTZ IP video camera at a resolution of 240x320. The entire experiment was conducted using an Intel Core2Duo T9300 computer with 4 GB of RAM.

From the optical flow analysis used in our research we have deduced that there is an inevitable trade-off between the accuracy and speed of processing. To accurately distinguish a contact that passes through a scene, the computational time of the optical flow algorithm must be increased. If this increase of the processing time is too large, the algorithm will not operate in real-time.

The Kalman filter algorithm presented in this research was able to correctly process a contact and to correctly assign a filter to the processed contact. After reviewing the results we deduced that the algorithm performed quite well showing a moderate consistency in tracking. Due with the success with the data used in our experiments, any inconsistencies in the tracking process can be traced back to the fluctuations in performance of the optical flow algorithm.

Future research in the area of surveillance systems should be focused in two directions. First, research should be made to determine an objective measure of performance of the optical flow algorithm and to see if other existing algorithms are better suited to accurate, real-time processing of a video signal. The second research should be focused in the area of determining contact behavior, and in areas such as merging contacts into groups or dividing groups into separate contacts. For a future research, we will try to implement the presented Kalman filter algorithm into a system that is capable of tracking multiple persons.
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