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Abstract — The paper is focused on a new and practical 
approach to perform sensitivity and tolerance analysis of 
analog lumped circuits. Any linear circuit can contain passive 
elements, magnetically coupled inductors, excess elements, and 
any type of independent and controlled sources. Special
strategies based on symbolic methods are used in order to 
reduce the computational effort and to minimize the numerical
errors in the automatic design of these circuits. As part of this 
process, a new, modern, reliable and easy-to-use software tool 
for sensitivity and tolerance analysis has been developed, as a 
useful and valuable support for research and design engineers.

Index Terms — sensitivity, tolerance analysis, analog circuit, 
symbolic methods, software tools.

I. INTRODUCTION

The optimal design of electric and electronic systems
must guarantee all required operating and reliability 
parameters with minimal manufacturing costs. After 
choosing the appropriate topology and performing 
optimization studies, this goal is strongly closed to the 
market price of the components. All circuit components are 
manufactured around a target value of their main parameter
(the rated value) with an allowable tolerance. Smaller 
tolerance requires higher technological accuracy, which 
involves the increasing of the component costs and vice 
versa.

Because the design engineer must choose as many cheap
components as possible, keeping the circuit performance, he 
must decide which components are critical and how much is 
the required value of the tolerance. Such a decision is 
possible only through a rigorous sensitivity analysis 
followed by tolerance analyses. The problem related to 
sensitivities and tolerances became necessary in connection 
to the development of electronic circuits and their serial 
production [1].

So, only for the critical components one uses high quality 
and expensive products, the noncritical components being 
cheaper. In this manner, the cost minimization is achieved 
and the unwanted behavior of the circuit will be avoided [2].

The sensitivity and tolerance accurate analysis is 
generally a difficult task from the point of view of the
computational effort in connection to the circuit topology 
and operating mode, numerical errors and difficult 
interpretation of the results.

Although any electric circuit must be subject of 
sensitivity and tolerance analysis, the area is restricted here 

around the linear lumped circuits as well as the passive and 
active analog filters.

Let ),...,,( 1 mppsH be a network function of interest, 

with the complex frequency js   and the vector of the 

independent parameters t
21 ],...,,...,,[ mk ppppp of the

circuit components. The parameters can be resistances, 
inductances, capacitances, transfer parameters of the 
controlled sources, or some physical quantities that affect
the element values (such as temperature). The sensitivity of 
a network function with respect to one parameter shows the 
influence of small deviations of this parameter on the 
network function, kpH  if all other parameters remain 

unchanged [3,4]. Higher values of the sensitivities designate 
the critical components.

Many methods to compute the circuit sensitivities were 
developed. A brute-force method is to vary the parameter of 
interest slightly, 0 kp , calculate the change in H, then 

the ratio kpH  . The accuracy of such a method can be 

poor because of the round-off numerical errors given by the 
differences between two nearly equal numbers [3]. Thus, the 
computational effort is high because of the repeated 
analyses and multiple sensitivity evaluations at each 
frequency. Other methods have been promoted by many 
authors, e.g. the incremental-network approach, the adjoint-
network approach, as well as symbolic-network-function 
approach [3-8]. It is not our goal to comment the advantages 
and disadvantages of these approaches, but it is generally 
recognized that the most powerful methods are based on 
symbolic algorithms [8,9].

The most advanced topics are referred to high-order 
sensitivities, pole-zero sensitivities, transient sensitivities, 
summed sensitivity invariants [3,10], but these approaches 
are less useful to achieve a common design of electronic 
systems.

Turning back to the first-order sensitivity analysis, the 
symbolic methods are not yet sufficiently exploited, this 
being the main reason of our research.

As was mentioned above, the sensitivity analysis is 
followed by tolerance analyses. Because almost all 
parameters of the circuit elements deviate simultaneously 
from their nominal values, a tolerance analysis is necessary 
in order to find the deviation range of the network function 
of interest or circuit response.

From de point of view of the design of electronic systems, 
the tolerance problem consists in finding the possible 
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tolerances of the circuit parameters which guarantee an 
acceptable distribution of the circuit performance.

Many techniques of tolerance analysis were developed 
during the last decades. A good technique must be able to 
find the worst case given by the specified tolerances of the 
circuit elements [8,11-14].

A tolerance analysis is commonly based on stochastic 
models because of the random distribution of the parameters 
within their tolerance domain. The well known approach is
Monte Carlo analysis, that requires repeated circuit 
simulations in which the parameter value samples are 
chosen with a normal (Gaussian) or uniform distribution
[8,12]. A higher number of samples gives more accurate 
results, but involves increasing of the computational effort. 
Nevertheless, it has been adopted by many commercial 
analysis programs, like SPICE.

Other techniques deal with mathematics interval methods
[12], root-sum-square or extreme-value analysis [13,14], but
the efficiency of each method depends on the circuit 
complexity or on the operation mode.

We developed new approaches of Monte Carlo and 
extreme-value analysis, exploiting symbolic and partial 
symbolic computation methods in order to gain efficiency.

The section II of the paper describes the principles of the 
developed algorithms, the section III shows their 
implementation in a new CAD tool, and the section IV 
presents an example to show the capabilities of the new
software, in comparison with a common SPICE simulation.

II. ANALYSIS ALGORITHMS

Let us consider a circuit of n nodes and l branches (where 

pl are passive RLCM branches, El - independent voltage 

sources, Jl - independent current sources, Ecl - controlled 

voltage sources and Jcl - controlled current sources). 

In order to exploit as much as possible the symbolic 
calculus, we start with the generation of the network
function of interest (or circuit response) in the Laplace 
domain and in symbolic form. The network function can be 
any input or transfer impedance, admittance, voltage or 
current gain generally defined by:

)(

)(
)(

sX

sX
sH

in

out (1)

where the input signal is the quantity associated to an 
independent source and the output is any branch current, 
node voltage or branch voltage. According to our goal, the 
initial conditions are assumed to be zero and only one 
independent source is nonzero. Since the network function
(1) does not depend on the circuit operation mode, one can
consider the input as a δ(t) impulse, with the simplest 
Laplace transform   1 )t(L , so that 1)( sX in .

A mathematical model of the circuit is built using the 
modified nodal approach in the form detailed in [15,16]:

)()()( sss NXM  (2)

where:
a) the vector of independent variables:

 tttt )()()()( ssss EcE IIVX  (3)

contains the node voltages and the zero-impedance branch 

currents of independent and controlled voltage sources; we 
remark that the controlling branches of current-controlled 
sources are modeled by independent zero-voltage sources, in 
order to maintain the generality of the algorithm [9,16,17];
b) the matrix
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contains the branch admittance matrix )(sY , the transfer 

conductance matrix of the voltage-controlled current sources 

cG , the matrix of the current gains of the current-controlled 

current sources cB , the matrix of the voltage gains of the 

voltage-controlled voltage sources cA , transfer resistance 

matrix of the current-controlled voltage sources cR , and 

some partitions of the nodes-branches incidence matrix: 

JcEcJEp AAAAA ,,,, ; in the branch admittance matrix the 

mutual admittances, if exist, are placed on non-diagonal 
positions.
c) the matrix 


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contains the independent source parameters.
Solving the algebraic system (2), the vector of the circuit 

response )(sX is obtained. One of its components is usually 

the quantity of interest. If not (as in the case of a passive 
branch current), it can be computed easily in terms of the 
above solution [17]. The quantity of interest is extracted and 
expressed as a rational function in s, representing the 
searched network function:

)(
)(

)(
)( sH

sQ

sP
sX out  (6)

Regarding the sensitivity analysis, a normalized value of 
the sensitivity is more convenient because it allows 
comparing the sensitivities with respect to many circuit 
parameters [3,8]:
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Or
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For sine wave input signals, the complex transfer function 
can be expressed as:

      jHjejHjH arg (9)

from where

      )()(arglnln  jAjHjjHjH  (10)

In (10) the magnitude function and the phase were used as:

  jHA ln)(  ,    jHarg)(  (11)

By replacing the expression (10) in (8), the normalized 
sensitivity in the frequency domain becomes:
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where the normalized (or relative) sensitivities of the 
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magnitude and the phase appear:
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These last definitions are the most useful in practice.
Since the network function was found, the expressions (13)-
(14) allow the sensitivity computation at any value of circuit
parameters and any frequency.

In our approach two strategies for tolerance analysis were
considered: a Monte Carlo approach with normal 
distribution of the samples, respectively an extreme-value 
strategy.

Since the Monte Carlo analysis is statistic-based method,
many hundreds, or rather thousands of samples are required 
for satisfactory results. Assuming N be the number of 
samples, each sample being defined by a randomly 
established combination of the circuit parameters, N AC 
analyses must be performed. The obtained frequency 
responses define the expected area of the actual response.
Theoretically, the worst-case can not be found in this 
manner, except for N extremely large N .

If the symbolic form of the network function is known,
and if n intermediary values of the frequency are considered,
the tolerance analysis requires Nn   successive evaluations 
of the network function and the same amount of values must 
be written in the computer memory.

The extreme-value strategy deals only with the minimum 
and maximum values of each circuit parameter. Therefore, if

m parameters are considered, m2  samples and m2 AC 
analyses are necessary. In this manner, the worst possible 
upper and lower limits of the circuit response are obtained.

The extreme-value analysis requires mn 2  evaluations of the 
network function, but at each frequency only the maximum 
and minimum values have top be kept in the computer 
memory ( n2  values). Hence less computer memory than for 

the statistic-based methods is required. Better results 
comparing to the statistical methods are obtained, but the 
computation effort can be unacceptable high for large-scale 
circuits.

III. CAD TOOL

Using the high performance computing environment
MATLAB, the algorithms described in section II have been
recently implemented in a comprehensive analysis program 
(named PATCA) conceived as a useful tool for computer 
aided design, as well as for research purposes [8]. It 
combines several capabilities, accomplishing the following 
performance criteria: usability, reliability, precision (error 
minimization), constructive flexibility, hardware and 
software resources requirement, compatibility with other 
analysis programs. An interactive graphical user interface 
facilitates handling the program; it contains push buttons, 
popup menus and editable text boxes that allow performing 
any command action and setting analysis parameters (fig. 1).

The input data is a SPICE-compatible netlist (.cir file), 
which can be created either by text editing or rather through 
the circuit diagram built using the Schematic editor of 
SPICE. This last solution allows performing preliminary AC 

analyses using SPICE, as well as witness (but of poorer
quality) tolerance analyses.

Fig. 1. Graphical user interface of PATCA.

Next to importing the netlist, the user can choose the 
desired input and output quantities using popup menus.
Then, by pushing a button, he launches the computation of 
the network function that is computed in symbolic form and 
evaluated for the nominal values of the parameters. Its poles 
and zeros are computed and represented in the complex 
plan, as a qualitative image of the circuit behavior.

The next step requires setting the frequency domain and 
the number of intermediary frequency points (using the 
corresponding text boxes of the GUI), if they differ from 
those given in the netlist. Then the nominal frequency 
characteristics (magnitude and phase respectively) are
computed and plotted.

The tolerance analysis is available either by a Monte 
Carlo approach with normal distribution of the samples (the 
number of samples is established by the user) or by an
extreme-value strategy. The results are plotted near the 
nominal characteristics, showing their possible deviation 
range.

The sensitivity analysis results are plotted both for 
magnitudes and phases in normalized manner.

IV. EXAMPLE

Let us study the second-order band-pass filter in Sallen-
Key topology, shown in Figure 2. Its nominal cutoff 
frequency is 500 Hz. As it is known, such a structure is very 
sensitive at the parameter deviations. The circuit diagram 
was built using SPICE and the corresponding netlist file was 
generated automatically:

*SPICE_NET
.AC LIN 100 400HZ 600HZ
*ALIAS  V(5)=UOUT
.PRINT AC  V(5)  VP(5) 
R2 1 0 80.6 TOL=1%
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VIN 2 0 AC 1
C1 1 3 0.1E-6 TOL=2%
C2 5 1 0.1E-6 TOL=2%
R3 3 5 127000 TOL=1%
E1 5 0 0 3 10000 TOL=20%
I1 0 3 
R1 2 1 6340 TOL=10%
.END

R1
6340

R2
80.6

VIN
AC

C1
0.1E-6

C2
0.1E-6 R3

127000 E1
10000

V(5)
UOUT

2 1 3

5

Fig. 2. Sallen-Key filter.

For purposes of systematically formulation of the circuit 
mathematical model based on modified nodal equations, the 
controlling branch of the voltage-controlled voltage source 
was modeled by a zero-independent current source.

In order to compute the network function 

)(

)(
)(

2

5

sV

sV
sH 

the modified nodal equations in the Laplace domain are built 
and shown in the MATLAB main window:

(1/R2+s*C1+s*C2+1/R1)*V1-1/R1*V2-s*C1*V3-s*C2*V5 = 0

-1/R1*V1+1/R1*V2+I2 = 0

-s*C1*V1+(s*C1+1/R3)*V3-1/R3*V5 = 0

-s*C2*V1-1/R3*V3+(s*C2+1/R3)*V5+I6 = 0

V2 = 1

A6_7*V3+V5 = 0

The network function was extracted from the main 
window as well:

H(s) = V5(s)/VIN(s) = Numerator / Denominator

Numerator = -A6_7*R2*s*C1*R3

Denominator = (R3*C1*R2*R1*C2*A6_7+C1*R2*R1*C2*R3)*s^2+
+(A6_7*C2*R2*R1+A6_7*C1*R2*R1+R1*C1*R3+C2*R2*R1+
+C1*R3*R2+C1*R2*R1)*s+A6_7*R1+R2+R1+A6_7*R2

It is evaluated for the nominal values of the parameters 
and their poles and zeros are computed and plotted (Fig. 3):

                                                                        s
V5(s) / VIN(s) = -0.00015941*  ----------------------------------------------
                                                 1.011e-007 s^2 + 1.719e-005 s + 1

Zeros =  0

Poles = -8.5022e+001 +3.1442e+003i, 
              -8.5022e+001 -3.1442e+003i
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Fig. 3. Poles and zeros of the network function.

The tolerance analysis was firstly performed by the 

extreme-value method, where 6426   repeated analyses 
were necessary. The results are shown in Fig. 4.
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Fig. 4. Results of the tolerance analysis by the extreme-value analysis 
(EVA).

The Monte Carlo analysis was performed for 2000 
samples. Only the results of magnitude are shown here, as 
well as the corresponding histogram of the maximum value
distribution (Fig. 5).

It is interesting to compare these two tolerance analyses: 
although the last method requires a computation effort of 
more than 30 times greater, the obtained deviation range is 
narrower. Also, the worst case has not been covered, the 
classical Monte Carlo method being less reliable. Although, 
we can remark that it offers a useful image of the statistical 
distribution of the cutoff frequencies. The first (EVA) 
method requires 5 seconds as computation time, while the 
last – about 22 times longer.
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Fig. 5. Results of the tolerance analysis by the classical Monte Carlo 
analysis (MCA) (2000 samples).

For comparison, we performed a SPICE Monte Carlo 
analysis of the same circuit. The computing time required 
was more than 3 minutes for only 100 samples, and the 
plotting was inadequate (Fig. 6). Only the magnitude was 
plotted and the obtained deviation range was extremely 
narrow, proving a weaker performance.
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Fig. 6. Results of the tolerance analysis by the classical Monte Carlo 
analysis performed with SPICE (100 samples).

The sensitivity analysis gave the results shown in Fig. 7. 
We present the symbolic form of the network function 
sensitivity only with respect to the parameter R1, as it was 
computed by the program: 

Sensitivity of the network function with respect to R1:

-1/(A6_7*R1+R2+A6_7*R2+R1*s*C1*R3+
+R3*s^2*C1*R2*R1*C2*A6_7+A6_7*s*C1*R2*R1+
+A6_7*s*C2*R2*R1+R1+s^2*C1*R2*R1*C2*R3+s*C1*R3*R2+
+s*C1*R2*R1+s*C2*R2*R1)*(A6_7+s*C1*R3+
+R3*s^2*C1*R2*C2*A6_7+A6_7*s*C1*R2+A6_7*s*C2*R2+1+
+s^2*C1*R2*C2*R3+s*C1*R2+s*C2*R2)*R1

As one can see in Fig. 7, the circuit response is less 
responsive at the deviation of R1 in vicinity of the cutoff 
frequency, as compared to R2, R3, C1 and C2 (around 12 
times in terms of magnitude and 100 times in terms of

phase). A similar comment is suitable for the voltage gain of 
the controlled source. These are reasons to choose the 
resistor R1 from a lower class of tolerance (see the netlist 
content above). The chosen circuit elements correspond to a 
possible deviation of the cutoff frequency of 3% (in the 
worst case), as one can see in Fig. 4.
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Fig. 7. Normalized sensitivities of the magnitude and the phase with respect 
to deviation parameters.

V. CONCLUSION

Efficient algorithms for sensitivity and tolerance analysis 
were developed, based on symbolic and partial symbolic 
computation methods. They are focused on the linear 
circuits, like passive and active analog filters, which are 
very sensitive at the parameter deviations.

A comprehensive sensitivity and tolerance analysis 
program for linear analog circuits has been implemented, as 
a necessary and useful tool for computer aided design and 
research purposes. Any circuit topology can be treated, 
including magnetically coupled inductors, controlled 
sources and excess elements.

A complete example is given, proving the program 
resources and performances.
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