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Abstract. In this paper we are continue to study the problems of minimax estimation linear functional under
solutions systems of equations with partial derivations. New systems and new observe operators are
considerate. New results are obtained in case unknown functions belong to Hilbert spaces with special metrics.
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Introduction Under above assumptions, in the space
L, (ty,t,,H,) the equation

In this paper we consider the problem of »

minimizing a priori error of estimation of the — TADe =1, 0lo,X) = fo, (1
state .of systems des.cribed by linear parabolic for arbitrary f, € L,(ty,, W5 (Q)), f, < Ly(Q) has a
equations. The solution of this problem we are
using for the optimal constrain the parameters of
the observer.

unique solution ¢. The equation (1) describes
the behavior of some dynamical system.
We observe a vector y=(,,V,,-.-,),)
Mathematical model of the problem where
v = [k @O oae+ [Ow k=1r ()
Let Qc R" be an open bounded set (domain) Q
with sufficiently regular boundarys. Consider The functions /; e L, (t,1,, ;' (€) are controlled,
the sets Q=Qx(q.4), I=Sx(414), Where they are supposed to be known for arbitrary
2 e L,(ty,t,), and they describe the way we
observe the dynamical system.
We consider a problem of how to estimate the

(¢,,t,)is an open interval in R'. Let functions

a;(t,x), i=1,m, j=1,m be defined on Q such

that a; (1, x) € L, (Q), z a, (t,x)EE, ZO‘Z £, state qf the dyngmiqal system (1) 'and then‘to
il P minimize the estimation error by suitable choice

where >0 for all & eR' almost everywhere of the control functions /, (¢,x), k =1,r.
in Q0. To solve the problem we need some additional
Consider the Sobolev space W, (Q)- of (a priory) information about perturbations
affecting the observer and the system under

generalized functions. Denote by /., the closure . L
investigation.

of the space. Define a continuous bilinear form Suppose, that the perturbations f,, f,
a(t.o.)= 2 [a,( 028 4
s ial':lg 7ANE] @Ci @Cj

elements ¢, ¢ € W, (Q). The bilinear form is Ly (tg,1,, W, (Q)x L () x [ [ L, (t1,) »

k=1

on  the £2,k=1,r belong to an ellipsoid in the space

corresponding by the following continuous i
that is

. __ 30 44
linear operator A(t)p = —i’]ZZI 5, (a;(t,x) 5) :

J

413



(Qofo:fo)"'j.(Qlfl,fl)odt+
L ’ 3)
3 [0 (O 1) de <1

where Q,(x) and Q7(¢),i=1,r are given
additional functions on the set Q and the
interval (¢,,¢,), respectively, and O, is a given
symmetrical additional defined operator.

Then we can solve the problem of minimax
estimation of a continuous linear functional
defined on the states of dynamical system (1)
with observations (2), and thereafter we can
determine the estimation error (see [1]).

Consider solutions z(r,x) and p(t,x) of the

following set of equations

- C A 0z =10~ £ 07 4,0, ),
z(t,,x) =0,

+AOp=0;'z,

-1
pty,x) =0, (x)z(¢,,x).
Using the solutions (4), the minimax estimation
error for a continuous linear functional

l(p) = I(l(t),(ﬂ)dt, L& Ly(ty,1,, 1, (@), (5)

Iy

& (4)

a

defined on the states of dynamical system, can
be represent as a functional

& = [, py (6)

to
Consider a vector g=(l,l,,...,/,) from the set
V,={p e Ly(t,,1;,L,(Q):||#|I<1}. Introduce a

functional
I(g)=¢(g)= Il(l (1), p(g))dt (7

defined on the set ¥, and consider the problem

of minimizing the functional.
Main results

Now we are interested to know when the
problem has solutions and what necessary

414

conditions are satisfied by the solutions.
Theorem 1. The set arginf(/(g)) is nonempty.

If g earginf(/(g)), then for an arbitrary g €V,

> [0, ) (4, ()~ 1, (). p)t <0.(8)

k=17,
Proof. To prove the existence of solutions of the
problem, we show that for the functional (7)
some minimizing sequence converges. The
embedding H,6 <L, is compact, and the

observation operator is bounded in the metric of
the corresponding space. Hence, the weak
convergence of a minimizing sequence in V),

implies the strong convergence of corresponding
solutions of the system (4) in the space H, .

To obtain the necessary conditions (8), calculate
in explicit form the Gateaux derivative of the
functional (7). Now, transforming the expression

for the j](g + gg)‘(g =0)=0, we obtain the
£

statement of the theorem.

Now consider the case when the state of the
system can be observed only on the boundary of
the domain Q. Suppose that we can observe an

2 s g0ydi + £, ()
on

|
element y = I
t, Y4

of the Hilbert space L,(I"), where ¢(t,x) is the
solution of (1) when f; =0 on X.
If the set G is given as follows

G={f:[ g (0)f; )+ [ ] (6,017 (&, x)dxdr+
Q 0

©)
+[ gl (£ (<1,

it can be show (see [1]), that the error of
estimation of the linear functional

Up) = [ 1t x)p(t, x)dxdt
(@)

can be represented as
ol = j 1(t, x) p(t, x)dxdt ,
0

where the function p(¢,x) satisfied conditions



0z .
-—+A4 {t)z=1,z(t,,x) =0,
Py (Nz=1,z(t,x)

X 0
ZT=—C (g)Aq§C(g>a—p s,

uy

op 2
—+At)p=gq, z,
or ®p=q,

2=0.

functional

plty,x) = g, (x)z(ty, %), p
Consider again minimizing the
I(g)=0c" ontheset V(g).

Theorem 2. The setarginf(/(g)) is nonempty.
If gearginf(/(g)), then for an arbitrary

gev,,
J@ e P mce-g L m <o
T 14 on,

where p = p(t,x) is determined from the
solution of the system when g = g(¢).
Proof. The most difficult point in proving the

theorem is to show that the embedding of /1,
into L,(Q) if

p(*,x)eH, = H%(Q) and by the trace

compact. In our case

theorem ;‘DZ € L,(I'), hence Sobolev's

A
embedding theorem is not application here. But,
if g, —>g weakly in L,(z,,t,), then the

sequence {C(g,)} of operators, even of witch is

a completely continuous operator, converges
uniformly (in the norm of the space
3(L,(2),L,(I))), to a completely continuous
operator. Hence, we can perform passing to the
limit in the corresponding set of equations. The
theorem is proved.

Now consider the case of a single observation.

Suppose that at time #, we observe the following
element y = C(m)p(t,)+ £, ,

of the space L,(Q), where the operator C(m) is
given by the formula

Cmy = [ m(x, O (£)ds

If the domain G is given by (9), then the error
of estimation of continuous linear functional

I(p) = [ gt )p(t, x)dxdt + [ g, ()p(t, , x)dx
o Q

415

can be obtained in the form
o? = [ g(t,x) p(t, x)dxdt + | g,(x) p(t,, ¥)dlx ,
0 Q

where the function p(z,x) satisfied the

following set of equations
0z .«
——+ A4 (t)z=g(t,x),
Py (1)z = g(2,x)
2(t,,%) = q,(x) + C" (m)q; C(m) p(t,, %),
0z
on

z=0,

op _
ot A(p =g,z

p(tosx) = %2 (x)z(to,x),

op -2
—— X = 2.
on, ‘ %o Z‘

Analogously to the above considered cases, we
can show that the set of solutions of the problem
of minimizing a priory estimation error is
nonempty, and we can obtain some necessary
conditions which are satisfied by the solutions.

Examples

Using the Theorem 1, we can solve some
practical problem. For example, suppose that the

|
observation vector is y = I g(tp(t,x)dt ,
ty

where ¢(t,x) is the solution of equation

12
T+ AP = 1,000 = [0l = 1, (6 ).
Let the control function g(¢) belong to the set

Ve ={y 1w e L,(t,.1), l//‘ <1}.
Then (8) can be rewritten as

[0 )] e p,)dt [ [2(t) - g(1p(t, x)didx < 0

Assuming that /(z,x)>0 on @ we obtain
g(t)==+1.
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