A NEWTON-TYPE METHOD FOR CONVEX QUADRATIC PROGRAMMING

Vasile MORARU¹, Radu MELNIC²
Technical University of Moldova
168, Bd. Stefan cel Mare si Sfint
2012 Chisinau, Moldova
¹moraru@mail.utm.md
²rmelnic@mail.utm.md

Abstract. In this paper it is talked over Newton-type method for the problem of minimizing a convex quadratic function subject to linear constraints. The determination of the Karush-Kuhn-Tucker system solution is reduced to the solving of a nonlinear system of equations with continuously differentiable functions.
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Introduction

In this paper we consider the convex quadratic programming problem in a standard form:

\[
\begin{align*}
    f(x) &= \frac{1}{2} x^T Q x + q^T x \rightarrow \min, \\
    \text{subject to: } A x &= b, x \geq 0.
\end{align*}
\]

(1)

We’ll suppose that \( Q \in R^{n \times n} \) is a symmetric matrix and positive semidefinite, \( x^T Q x \geq 0 \), \( \forall x \in R^n \) but \( A \in R^{m \times n} \) and \( \text{rank}(A) = m \leq n \), \( b \in R^m \). The “\(^T\)” symbol indicates the operation of transposition.

The interest for the considered problem is very big. From the first point of view, the quadratic models are frequently met in different real applications, like VLSI design, the structural analysis, the support of the vector machines, graphs theory, etc. On the second part, almost in all Newton methods and quasi-Newton for solving the constrained optimization problems, it is requested at each step the solving of the type (1) problems, where \( q \) and \( Q \) are respectively the gradient and the Hesse matrix of the objective function [3-6]. A rich bibliography concerning to the problems of (1) type can be found in (7), a work-paper that contains more than 1000 references.

The Karush-Kuhn-Tucker conditions for the problem (1) will be written [5, 8]:

\[
\begin{align*}
    Q x + q + A^T \mu - \lambda &= 0, \\
    A x - b &= 0, \\
    x^T \lambda &= 0, \\
    x \geq 0, \lambda \geq 0.
\end{align*}
\]

(2)

where: \( \mu \in R^m \) and \( \lambda \in R^n \) are Lagrange multipliers.

Because \( f(x) \) is a convex function, the Karush-Kuhn-Tucker (2) conditions are necessary and sufficient in order that \( x^* \) will be considered aggregate minimum point in the problem (1). One of the most well-known and widespread solving quadratic programming problems scheme is based on the direct solving of the system with equations (2). Nowadays exist different methods of solving of Karush-Kuhn-Tucker system (see, for example, [3-5, 8-11]).

In this paper is presented one transformational technique of the Karush-Kuhn-Tucker system (2) in one equivalent system with differentiable continuous functions. More than that, it is not necessary to follow the non-negative conditions \( x \geq 0, \lambda \geq 0 \), they have been accomplished automatically following the application of the considered procedure. This thing is done by the plus function (that is not continuous...
Equivalence of the quadratic program to a system of smooth equations

We note that the max and min operators:
\[
(a^+) = \max\{a, a\} \quad \text{and} \quad (a^-) = \min\{a, a\},
\]
for \(a \in R\). Let's suppose that
\[
y_i \in R, i = 1, 2, \ldots m, \quad z_i \in R, i = 1, 2, \ldots n
\]
and consider the function
\[
F : R^m \times R^m \times R^m \rightarrow R^n \times R^n \times R^n
\]
defined by
\[
F(x, y, z) = \begin{pmatrix}
\nabla f(x) + A^T y - z^+ \\
Ax - b \\
x_1 + z_1^+ \\
x_2 + z_2^+ \\
\vdots \\
x_n + z_n^+
\end{pmatrix}
\]

The next theorem is following [8]:

**Theorem 1.** The vector \(x^* \in R^n\) verifies the Karush-Kuhn-Tucker (2) conditions if only if exists the vector \(y^* \in R^m\), \(z^* \in R^n\), thus \(F(x^*, y^*, z^*) = 0\).

As a result, we can reduce the solving of the problem (1) to the solving of the non-linear system of equations:
\[
F(x, y, z) = 0 \tag{3}
\]
The functions \((\cdot)^+\) and \((\cdot)^-\) are non-differentiable everywhere, and then the function \(F(x, y, z)\) is also not differentiable. This asks big problems at the solving of the system (3), because we can not use effective methods, like the Newton’s.

Let’s consider the Chen-Harker-Kanzow-Smale smoothing function (CHKS):
\[
\phi(u, v) = \frac{1}{2} \left( v + \sqrt{v^2 + \psi(u)} \right),
\]
where: \(\psi : R \rightarrow R\), a function with the properties:

1. \(\psi(u)\) is continuous differentiable;
2. \(\psi(u) \geq 0\) for \(\forall u \in R\);
3. \(\psi(0) = 0\).

As a function \(\psi\) can be considered, for example [12], the function \(\psi(u) = cu^2, c = const \neq 0\).

We notice that the function \(\phi(u, v)\) is continuously differentiable for \(\forall (u, v) \in R \times R\), \((u, v) \neq (0, 0)\) and verifies the relations:

1. \(\phi(0, v) = \frac{1}{2} (v + |v|) = (v)^+ = \max\{0, v\}\);
2. \(\phi(u, 0) = \frac{1}{2} \sqrt{\psi(u)}\);
3. \(v - \phi(0, v) = (v)^- = \min\{0, v\}\);
4. \(\nabla \phi(u, v) = \begin{pmatrix}
\n\frac{\psi(u)}{4v^2 + \psi(u)} \\
1 + \frac{2v}{\sqrt{v^2 + \psi(u)}}
\end{pmatrix}
\]

Let’s define the function:
\[
\tilde{F}(x, y, z, u) = \begin{pmatrix}
Qx + q + A^T y - \Phi(u, z) \\
Ax - b \\
x + z - \Phi(u, z) \\
u
\end{pmatrix}
\]

where
\[
\Phi(u, z) = \begin{pmatrix}
\phi(u, z_1) \\
\phi(u, z_2) \\
\vdots \\
\phi(u, z_n)
\end{pmatrix}
\]

We notice immediately that \((x^*, y^*, z^*, 0)\) solve (3), if only \((x^*, y^*, z^*, 0)\) solve the system
\[
\tilde{F}(x, y, z, u) = 0 \tag{4}
\]
Unlike the equation (3), the functions that intervene in the system of equations (4) are
differential. Thus the problem (1) was reduced to the solving of the system (4) with \((2n + m + 1)\) equations and as many unknowns.

Newton's method

For any \(d \in \mathbb{R}^n\), let \(\text{Diag}(d_1, d_2, \ldots, d_n)\) denote an \(n \times n\) diagonal matrix whose \(i\)-th diagonal element is \(d_i\), \(I_{n \times n}\) denotes the \(n \times n\) identity matrix and \(O_{m \times n}\) denotes the \(m \times n\) zero matrix. Then the Jacobean of \(F\) at \((x, y, z, u)\) is given by:

\[
\nabla F(x, y, z, u) = \begin{pmatrix} O & A^T & D & d \\ A & O_{mn} & O_{n \times 1} & O_{mn} \\ O_{mn} & O_{mn} & I_{n \times n} + D & d \\ O_{mn} & O_{mn} & O_{mn} & 1 \end{pmatrix},
\]

where

\[
D = \text{Diag}(w_1, w_2, \ldots, w_n),
\]

\[
w_i = \frac{1}{2} \left( 1 + \frac{2z_i}{\sqrt{z_i^2 + \psi(u)}} \right),
\]

\[
d = (d_1, d_2, \ldots, d_n)^T,
\]

\[
d_i = -\frac{\psi'(u)}{4\sqrt{z_i^2 + \psi(u)}}, \quad i = 1, 2, \ldots, n.
\]

**Theorem 2.** If \(A\) is of full rank matrix then for any \((x, y, z, u)\) with \(u \neq 0\) the matrix \(\nabla F\) is nonsingular.

Proof. Let \(\Delta p = (\Delta x, \Delta y, \Delta z, \Delta u)\) satisfy

\[
\nabla F(x, y, z, u) \Delta p = 0.
\]

Then we immediately have: \(\Delta u = 0\) and taking in consideration that

\[
(A^T \Delta y, \Delta x) = 0,
\]

\[
Q \Delta x + D \Delta z = 0,
\]

\[
\Delta x + (I + D) \Delta z = 0.
\]

From here we obtain:

\[
(Q \Delta x, \Delta x) - (D(I + D)^{-1} \Delta x, \Delta x) = 0.
\]

As the matrix \(D(I + D)^{-1}\) is negatively definite for \(u \neq 0\), the last relation gives us \(\Delta x = 0\), this implies \(\Delta z = 0\), \(\Delta y = 0\). Thus matrix \(\nabla F\) is non-singular, to solve the system of equations (4). Thus, we can use Newton method. To generate the global convergence the technique proposed in [13] can be used.

**References**