PATTERN RECOGNITION METHODS IN PHYSICAL TRAINING EVALUATION AND PLANNING
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Abstract. The paper presents some pattern recognition methods used for the analysis of the data in the unsupervised learning context. The aim of the data processing is to assess the level of the physical condition of the sportsmen and their chances to gain future performance. These methods are based on several unsupervised algorithms. In the first part of the paper a model of an unsupervised learning system is underlined based on hierarchical classification. The definitions, axioms and theorem given in the paper provide a strong formalism that assures the reliability of this technique. The automatic decision making process based on the method of unsupervised learning in pattern space was experimented in the case of sportsmen from swimming team.
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Introduction

Any training system for characteristic to a certain cyclical sport relies on the theoretical, methodological and practical training knowledge, on scientific research and on the experience of the best national and international coaches.

Scientific research in the field of sportive training, show that the process of obtaining excellent sports performances is closely related/in close connection to the most favourable/adaptable type of management of the multianual training relies on new principial conceptions that ensue/result from systems theory, cybernetics, information theory and, at the same time, from physiological conception and biological activities.

One of the problems of coaches is to choose the best team to represent their clubs in various contests. This decision is made before an actual competition and is based on the previous individual performances.

The paper try to describe a system for decision making process, based on unsupervised classification which helps the trainer to select its best sportsmen for a specific contest. The pattern recognition methods used to build the system assumes that a pattern is an abstract representation of a person, object, or phenomena, not necessary an visual entity. As in [1] a pattern may be viewed as a vector

\[ x = (x_1, x_2, ..., x_p) \] (1)

where \( x_i \) are called features, and their values are issued from a set of observation and/or measures applied on the real object. Let \( E \) the patterns’ set containing the patterns representing all the objects from the studied real object space (\( O \)). Let \( F \) the pattern space (\( E \subset F \)). It is supposed that \( F \) is a metric space. The system analyst must make a good choice for the metric because the distances evaluated by this metric between the patterns (points in \( F \)) are asked to reflect the relations from corresponding objects in \( O \). The two principals context of pattern recognition learning are [2]:

i) the supervised learning - a number of prototypes, with a classification indicated by the expert (or supervisor) are grouped into a training set \( T = \{ (x, \sigma ) / x \in C_\sigma \subset E \} \) that is presented to the system; based on the information contained in \( T \), the system will compute the classification model, able to classify new patterns;

ii) the unsupervised learning context – the \( E \) set is presented to the system that must detect discriminant structures on \( E \), revealing groups of objects in \( O \) having similar properties.
The problem of the coach is very frequently situated in the unsupervised context [3].

**Pattern Classification**

The similar patterns are grouped in subsets of $E$. It is convenient to consider these subsets an equivalence classes structure over $E$. A homogenous partition is one that has all its classes homogenous. A class $C_j \in P_k(E)$ is homogenous if $x,y \in C_j$ and $z \notin C_j$ then $d(x,y) < d(x,z)$ and $d(x,y) < d(y,z)$ where $d$ is a metric over $F$. Let a set of labels $L = \{\lambda_1, \lambda_2, ..., \lambda_m\}$ that may indicate the significance of pattern classes. An identification map $\phi$ will associate a label to every object in $O$

$$\phi : O \rightarrow L$$

(2)

The function $\phi$ represents the associations between objects indicated by the expert. Using $\phi$, the objects in $O$ are divided into many equivalent classes of objects having the same significance $\lambda$

$$C_\lambda = \{\alpha / \alpha \in O, \phi(\alpha) = \lambda\}$$

(3)

The data processing deployed in an information system [4] was designed for decision making support may be represented by the following map:

$$\Pi : E \rightarrow L$$

(4)

that associates to each pattern a label. This association generates an equivalent classes structure over $E$

$$C_\sigma = \{x/ x \in E, \Pi(x) = \sigma\}$$

(5)

A good decision making process resides in a classification scheme that assigns the right significance to each object [3]

$$\phi(o) = \Pi(\zeta(o))$$

(6)

A good performance is obtained when the function $\phi$ representing the expert classification by the composition of $\zeta$ is very well approximated by function $\Pi$. (determined by the system from the training data set. Thus the objective of an unsupervised learning system is to produce a partition of a pattern set $E$ presented at input reflecting the equivalence relation induced by when the function $\phi$. In the situations where this number of equivalence classes is not given by the user, a partition string $P(E) = \{P_1(E), P_2(E), ... , P_n(E)\}$ is a more convenient result.

In this approach it is necessary to have a metric defined over $E$, selected by the expert, in accordance with the semantic of the problem. The choice of the metric is crucial for the entire classification process [2], [5]. It is also possible to have at input a data representation of the relations established between patterns, expressed frequently by a metric [3].

**Unsupervised Learning and Hierarchies**

In a great number of particular cases the most preferred structure is represented by a sequence of homogenous partitions: $P_i(E), P_{i+1}(E), ... , P_j(E)$. A hierarchy of patterns is a generous source of information for system analyst [2].

**Definition.** Let $P(E)$ the set of all partitions in equivalence classes of $E$. It will be called hierarchy of $E$ the set of sets $H \subseteq P(E)$ if $E \in H$, and $\forall x \in E$, $\{x\} \in H$, and if $h \cap h' \neq \emptyset$, $h,h' \in H$, then $h \sqsubseteq h'$ or $h' \sqsubseteq h$.

**Definition.** It is called an indexed hierarchy a couple $(H,f())$, where $f : H \rightarrow \mathbb{R}$, and

i) $(\forall) h \in H$ with $f(h) = 0$, then $\text{card}(h) = 1$

ii) $(\forall) h,h' \in H$ if $h \sqsubseteq h'$, then $f(h) < f(h')$

The function $f()$ is called index function.

![Figure 1. Schematic representation of an indexed hierarchy.](image)
generated. It is also possible to define a dissimilarity coefficient \( \varphi(x,y) = \{f(h) / x,y \in h \} \). In figure 1 each element of the hierarchy was mapped with the values of a function \( f() \) in order to obtain an indexed hierarchy. It can be observed that the class \( C_1 \) is at an index lower than \( C_2 \) \( (f(h_{21}) < f(h_{22})) \). As consequence may be stated that \( C_1 \) is more homogenous than \( C_2 \) and than \( C_3 \).

In general a metric distance \( d:E \times E \rightarrow \mathbb{R}^+ \) cannot always assure a partition with homogenous classes over a pattern set \( E \) \[3\]. From this reason an ultrametric distance is used. An ultrametric \( \delta: E \times E \rightarrow \mathbb{R}^+ \), respects the first two axioms of the distances, \( \delta(x,x)=0 \), \( \delta(x,y)=\delta(y,x) \) and additionally: \( \delta(x,y) \leq \operatorname{sup} \{ \delta(x,z), \delta(z,y) \} \).

**Lemma 1.** Let \((H, f)\) an indexed hierarchy on \( E \), it can be defined a map \( \delta: E \times E \rightarrow \mathbb{R}^+ \), with \( \delta(x,y) = \min \{f(h) / h \in H, x,y \in h\} \). The map \( \delta \) is an ultrametrics.

From the practical point of view it is important to observe that a hierarchy generates an ultrametric distance over the pattern space \[4\].

**Definition.** Let \( \delta \) an ultrametric over \( E \). It can be defined the equivalence relation \( R_\alpha \) over \( E \): \((\forall) x,y \in E, x R_\alpha y \iff \delta(x,y) \leq \alpha \) with \( \alpha \in \mathbb{R}^+ \).

**Lemma 2.** The set of all the equivalence classes generated by \( R_\alpha \) for various values of \( \alpha \) is an hierarchy indexed by \( \alpha \).

**The Pattern Graph Model**

The patterns from \( E \) belong to a metric space \( F \) with a metric \( d \) that is intended to better represent the relations established between the objects in \( O \). It can be defined as a complete graph \[3\] having as nodes all the patterns in \( E \) \[7\]. Each node is linked with all of the other and the cost of the edge \((x_i, x_j)\) is the value of the metric \( d(x_i, x_j) \).

The minimum spanning tree (MST) of the graph \( G \) is the tree \( T=(E, T) \), \( T \subset E \times E \) where the sum of the metric values \( d(x_i, x_j) \). for each edge in \( T \) is minimum.

The MST is a more comprehensible representation than the graph \( G \), having the property that if an edge is eliminated from \( T \) two trees are obtained. The nodes of each tree represent the patterns belonging to the same class.

If the distances between the nodes of the graph \( G \) are distinct, then the MST is unique. For the determination of the MST of a graph \( G \) various algorithms exists, among them the well known are Kruskal or Prim.

The MST offers a symbolic representation of a string partitions. The initial MST represents \( P_1(E) \), the partition with a unique class - the \( E \) set. If the edge with the great cost is eliminated the partition \( P_2(E) \) is obtained. Each class of the \( P_2(E) \) contains the patterns represented by the nodes of these two trees. And the process may continue until the partition \( P_n(E) \) is obtained, where \( n \) is the number of patterns in \( E \).
**Application. Sportsmen Assessment**

The evaluation of the specific physical training can be performed through the international physical endurance/capacity test known as “F.I.E.P”. We have chosen the following tests:

- 50 m speed running;
- standing long jump;
- standing high jump;
- pushups

The **Speed Running Test** can be done using an up start or down start and moving timing. The distance is run in a straight line to the finish line. The time is registered or checked in seconds.

The **Standing Long Jump Test** consists in bending of the knees, swinging of the arms backwards which are went to provide forward drive. A two foot spring from the ground and the stretching of the arms forward represent the two foot take off. The fly consists in the first half, in lifting and stretching the feet ahead with the bended knees at the same time with stretching of the arms ahead and in the second half, in stretching the knees ahead. The landing is the stage when both feet reach the ground, simultaneously with the triggering of both arms backwards and the projection of the pelvis in order to prevent the body from falling backwards.

The **Standing High Jump Test** consists in reaching a certain point marked on the standardized strips of the meter/measuring apparatus. We calculate/measure the difference between the highest point reached while jumping and the height with the arm stretched. It is counted in centimeters.

The **Pushups Test** is performed in the specific /characteristic position of this exercise. The execution pace is chosen by the subject. The result is evaluated in accordance with the number of pushups that are carried out correctly. There is no timing needed.

Because the number of values in the data series is too low, in order to obtain a good approximation the information system performs after the feature selection stage a classification of the sportsmen in classes containing the pattern representation of sportsmen with similar results of the four tests.

The schema of the pattern processing is presented in the figure 3.

![Figure 3. General Pattern Processing System for Planning the Physical Training.](image)

The inputs of the system for planning the physical training of a swimming team are the values resulted from the physical tests and the performances obtained in competitions by each sportsmen. In the first stage the feature selector builds a pattern normalized and homogenous. The role of the **Classificator** is to establish the class where this sportsmen may be included.

After the classification is applied a prediction function with parameters specific to the class. The result are used by the **Planning** module that establish a plan of physical training for a short term.

The classes were defined after an unsupervised learning stage comprising a hierarchical classification. The resulted string of partitions was analysed as in [9] in order to determine the semantic of classes.

Once the appropriate partition was selected, the classification was compared by the classification issued from an algorithm acting on the graph model of pattern space.
Experiments

The tests that we have carried out aimed at proving the specific physical training at swimming sport teenagers aged between 14 and 16 years old. The evaluation was repeated monthly. For a sample of results see table 1.

Table 1. Results of the first assessment

<table>
<thead>
<tr>
<th>Name</th>
<th>Age</th>
<th>Speed Running 50 m</th>
<th>Standing Long Jump</th>
<th>Standing High Jump</th>
<th>Pushups</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.A</td>
<td>14</td>
<td>8.0</td>
<td>1.82</td>
<td>30</td>
<td>9</td>
</tr>
<tr>
<td>A.R</td>
<td>15</td>
<td>7.9</td>
<td>1.85</td>
<td>29</td>
<td>11</td>
</tr>
<tr>
<td>C.N</td>
<td>14</td>
<td>8.2</td>
<td>1.79</td>
<td>28</td>
<td>10</td>
</tr>
<tr>
<td>B.R</td>
<td>14</td>
<td>8.4</td>
<td>1.77</td>
<td>28</td>
<td>8</td>
</tr>
<tr>
<td>SD</td>
<td>16</td>
<td>7.9</td>
<td>1.93</td>
<td>30</td>
<td>13</td>
</tr>
<tr>
<td>VE</td>
<td>15</td>
<td>8.1</td>
<td>1.81</td>
<td>29</td>
<td>12</td>
</tr>
<tr>
<td>RS</td>
<td>15</td>
<td>8.3</td>
<td>1.73</td>
<td>32</td>
<td>12</td>
</tr>
<tr>
<td>GB</td>
<td>16</td>
<td>8.0</td>
<td>1.84</td>
<td>35</td>
<td>12</td>
</tr>
<tr>
<td>SB</td>
<td>16</td>
<td>7.8</td>
<td>1.89</td>
<td>29</td>
<td>14</td>
</tr>
<tr>
<td>CV</td>
<td>15</td>
<td>8.1</td>
<td>1.87</td>
<td>24</td>
<td>12</td>
</tr>
<tr>
<td>SA</td>
<td>14</td>
<td>7.8</td>
<td>1.90</td>
<td>28</td>
<td>13</td>
</tr>
<tr>
<td>TA</td>
<td>14</td>
<td>8.4</td>
<td>1.91</td>
<td>29</td>
<td>9</td>
</tr>
</tbody>
</table>

For each sportsman / sportswoman it was obtained a data series that is was correlated with the performance in the competition organized in the same month. The correlation matrix between the values of these four tests is as below

\[
\begin{pmatrix}
1 & 0.74623 & -0.19355 & -0.55763 \\
1 & 0.116819 & 0.461761 & 0.330048 \\
1 & 0.330048 & 1 & \\
1 & & & &
\end{pmatrix}
\]

where the first row and column are dedicated to the speed test, the next, to the standing long jump test, followed by the standing high test and pushups (force).

It can be seen that only a single linear dependence may exists, between the speed test, and the standing long jump test, the others tests seem to be quasi independent.

Figure 4. A graphic representation of the four tests values.

The variation of the all 4 parameters can be viewed in the figure 4.

Figure 5. A comparison between the normalized values of the Speed (running on 50 m) and Force (pushups) tests.

If it is compared the results of the Force and Speed tests it can be observed the independence within these two pattern features (figure 5).

Conclusions

As is stated in [12] the physical training is everything for all training factors. On the basis of theoretical and methodical argumentation regarding the technical training of sportswomen on computer modelling grounds, it has been proposed [13-15] a new conception concerning the use of the computer in the modelling of sports training system. The system described allows the gathering and processing of huge amounts of data in a very short period of time. Each sportsman is classified together with other colleagues with similar contest behaviour in a class based on a discriminant technique as in
[16] with a specific prediction function. As a consequence, we are thus able to choose from the sportsmen most important parameters with respect to somatic, functional, motive, psycho motive, psychological aspects no hide are characteristic to a certain contest. As a future approach, this system based on Pattern Recognition methods will be integrated in a complex information system dedicated to the training of the sportsmen, that its workflow may be modelled by agents as in [17].
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